
Hearing Heartbeat from Voice: Towards Next Generation
Voice-User Interfaces with Cardiac Sensing Functions

Chenhan Xu1, Tianyu Chen1, Huining Li1, Alexander Gherardi1, Michelle Weng1, Zhengxiong Li2,
Wenyao Xu1

1University at Buffalo, the State University of New York, Buffalo, NY, USA
2University of Colorado Denver, Denver, CO, USA

{chenhanx,tchen57,huiningl,ajgherar,mweng,wenyaoxu}@buffalo.edu
zhengxiong.li@ucdenver.edu

ABSTRACT
Voice user interfaces (VUIs) have been adopted in many IoT and
mobile devices in daily life. VUIs provide a good user experience
with lower-cost hardware (i.e., microphone) and higher through-
put (compared with keyboard and touchscreen). Currently, identity
authentication and receiving commands are the two most common
interactions through VUIs, leaving physiological information in the
voice unexploited. Recognizing this untapped potential, we propose
VocalHR to extend VUIs beyond voice commands to heart activity
sensing without additional hardware. VocalHR is built upon the
voice-heart modulation effect, which is rooted in the cardiac ac-
tivities’ impacts on the behavior of the vocal organ during voice
production. VocalHR captures voice features of cardiac activity in
multiple voice organs and proposes a deep learning pipeline to
transform features into cardiac activities. As this is the first study
exploring voice-based heart activity sensing, we conducted exten-
sive experiments on 43 demographically diverse subjects to verify
the intrinsic link between voice and heart activities. On average,
VocalHR can achieve less than 11.1% normalized sensing error on
the heart event timing. Our further evaluation shows VocalHR is
robust to different microphone specifications and varying speech
rates.
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Figure 1: VocalHR enables new functions for VUIs by export-
ing heart activities from voice.

1 INTRODUCTION
The ever-emerging smart devices in our daily life have witnessed
a dramatic growth of voice-user interfaces (VUIs). VUIs enable a
more intuitive and low-cost way to operate said devices via natural
speech and microphones. They are applied to various scenarios
(e.g., message dictation and voice search) to improve operational
efficiency. A recent report valued the global VUIs market size to be
13.65 billion dollars in 2020, registering a compound annual growth
rate of 21.5% from 2021-2030 [1].

At present, VUIs are tightly bonded to speech commands, while
physiological information remains largely unexplored. Considering
how promising VUIs is, previous studies recognized this opportu-
nity [2–4] and proposed various personal characteristics in voice
for human authentication. Emotion analysis of users’ voices is pro-
posed to understand their intent better [5]. Recent studies reveal
that our voices also carry biomarkers for diseases (e.g., COVID-19
[6] and Parkinson’s diseases [7]). Our voices contain much infor-
mation that has yet to be scrutinized.

In this paper, we ask the following question: is it possible to
explore cardiac information in voice to endue the VUI applications
with new functions? If we can, a tremendous number of existing
and legacy devices with VUIs would be able to perceive human
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heart activities without extra hardware. Machines can understand
user intentions more thoroughly by utilizing the authentic emotion
reflected by heart activities. Voice communication (e.g., phone con-
ferencing and custom services) could be more precise and efficient.

Our work unveils the opportunity of integrating cardiac activity
sensing into VUIs by introducing the voice-heart modulation effect.
It is based on a known physiological fact that heart activity leads
to blood pressure variation, thereby changing the vessel diame-
ter periodically. The vessel deformation happens in the lung and
throat. The lungs provide airflow for vocal folds vibration while
the throat controls voice production. Considering the correlation
between voice and heart rate revealed by previous studies [8], we
hypothesize that voice production ought to be influenced by cardiac
activity, i.e., the voice carries information about cardiac activities.
If our hypothesis holds, devices with VUIs would no longer be lim-
ited to explicit commands, and heart activity sensing will be freely
available.

Motivated by this vision, we aim to build a system that can
transfer microphones into cardiac activity sensors. To achieve our
goal, three challenges need to be addressed: (1) Voice is developed
for communication. How to discover and extract cardiac activity
information from the voice full of semantic information? (2) Each
person has a unique vocal system. The cardiac activity informa-
tion extracted from the voice will be coupled with the user’s vocal
system characteristics. How to build a model for cardiac activity
reconstruction requiring minimum user efforts? (3) How to quan-
titatively evaluate the reconstructed cardiac activities for various
downstream applications?

In this work, we proposed VocalHR, the first systematic frame-
work that utilizes the voice-heart modulation effect to extend VUIs
to cardiac activity sensing. We first normalize the voice loudness
to compensate for the volume’s impact on signal energy. Then, the
voice is enhanced by removing the influence of the lip radiation,
which is independent of cardiac activity. After that, we analyze the
physical model regarding cardiac activity’s impact on voice pro-
duction. Based on the analytical model, we extract representative
voice features closely related to cardiac activities’ impact on the
lung and throat. The analysis also reveals that the model governing
voice-heart modulation is coupled with vocal system characteristics.
Therefore, we propose a model based on a deep-learning demodu-
lator for cardiac activity reconstruction. Specifically, we utilize a
long-short term memory-based filter to extract the cardiac informa-
tion and then down-convert it to cardiac activities. To configure the
voice-heart demodulation model, we design a wavelet decomposi-
tion based discriminator for supervision. To evaluate our system,
we recruit 43 subjects with results showing 11.02% and 11.08% nor-
malized errors of cardiac event (ventricular depolarization) at low
and high heart rate states, respectively.

Our work makes the following contributions:

• We explore a novel voice-based cardiac activity sensing ap-
proach. We find that voice carries rich cardiac activity infor-
mation due to the heart’s impact on vocal organs.

• We develop VocalHR, a pervasive cardiac activity sensing
system that can be integrated seamlessly with VUIs with-
out additional hardware. Physiological voice features are
derived from the voice-heart modulation effect to represent

cardiac activity information. A deep learning-based model is
proposed to demodulate voice features for cardiac activities.

• We extensively evaluate VocalHR over 43 subjects using
multiple cardiac activity metrics. On average, the sensed
cardiac activities can achieve an 11.1% normalized timing
error of R peaks and a 15.7% normalized error on heart cycle
duration.

2 BACKGROUND AND PRELIMINARY
In this section, we introduce the mechanism of phonation and the
rationale behind how heart activity can influence voice production.
Then, we provide a proof-of-concept study to show the feasibility
of VocalHR.

Figure 2: Voice-heart modulation effect is rooted in the heart
activity-induced vessel deformation that happens in lung,
larynx, and pharynx.

2.1 Phonation and Articulatory settings
The human voice is the result of complex cooperation among mul-
tiple articulatory organs [9]. First, the lungs are extruded by the
diaphragm and chest cavity to provide the air required by voice
production. Then, the air moves through the bronchus and trachea
and arrives at the throat, where the vocal folds vibrate and produce
basic voice (i.e., air vibration) due to the push of airflow. The air
vibration propagates in the airflow and is adjusted and amplified
by articulatory organs (i.e., larynx, pharyngeal, and tongue). Fi-
nally, the air vibration becomes the voice we hear from our mouths.
Humans control the shape, tension, and relative position of these
articulatory organs, namely articulatory settings [10], to adjust the
airflow and vibration, thereby forming various voices.

2.2 Voice-heart Modulation Effect
The connection between heart and voice production is two-fold.
First, the lungs are the organ close to the heart and take a con-
siderable amount of bloodstream from the heart for gas exchange
(i.e., Pulmonary circulation) [11]. Second, the articulatory organs
in the throat area are surrounded by two carotids, which are the
main vessels delivering an enormous amount of blood to the throat
and head [12]. As the heart activities-induced blood volume and
pressure variation propagate in these vessels, the vessel shape (e.g.,
diameter) varies accordingly [13].
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Figure 3: A proof-of-concept of voice-heartmodulation effect.
A subject will have separable voices for the same phoneme
in different cardiac activity states.

Hypothesis: Considering the close link between heart and voice
production, we hypothesize that the lung airflow and articulatory
settings can be influenced by the vessel shape variation induced
by the heart activities, thereby making it possible to reconstruct
ECG-like cardiac activity signals from the human voice, namely
Voice-Heart Modulation Effect. Next, we conduct a proof-of-concept
study to support our hypothesis.

2.3 Proof-of-concept Study
To validate the feasibility of the voice-heart modulation effect, we
conduct a proof-of-concept study to collect voices corresponding to
different heart activity intensities in a room with low ambient noise.
As the vowel /A:/ is sensitive to the articulatory settings change
[14], a subject is told to pronounce /A:/ as long as possible in resting
state (i.e., low heart activity intensity) during the experiment. In
the second trial, subjects do 30 squats to increase the heart activity
and repeat the /A:/ pronunciation. The voices are collected using a
USB microphone with a sample rate of 48000 Hz.
VocalHRDistinction Analysis: If the hypothesis holds, the voices
of the subject from different heart activity statuses should be distin-
guishable. We choose Mel-frequency cepstrum coefficients (MFCC)
as well as its two extended variances, BFCC and LFCC, to dis-
tinguish voices from different heart activity statuses as they can
highlight the voice-range frequency properties and are widely used
in voice-based tasks. Figure 3 shows the distinction analysis based
on the first two principal components of the normalized features.
Each 150-<B voice segment yields a data point on the graph. We
observe that the voice segments exhibit two clusters, which can be
easily separated by a linear decision boundary.
Summary: Our distinction analysis reveals that the voice-heart
modulation effect can influence voice production. Therefore, the
hypothesis is validated. To further sense cardiac activities using
the voice-heart modulation effect, in-depth biological modeling of
the voice-heart modulation effect is needed. In the following sec-
tions, we will first overview VocalHR’s system architecture. Then,
we elucidate VocalHR biological voice features that can represent
cardiac activities and dive into the data-driven cardiac activity re-
construction.

3 VOCALHR OVERVIEW
In this section, we present the overview of VocalHR. We first illus-
trate the application scenario, followed by the system architecture.

3.1 Application Scenario
VocalHR extends VUIs to cardiac activity sensing. The system builds
on the effect that cardiac activity influences multiple organs in-
volved in voice production. Before the first use, VocalHR requires
a one-time user enrollment to profile the user’s vocal organ char-
acteristics (as shown in Figure 4). During enrollment, users record
their oral reading voices and heart activities simultaneously. The
records are used to establish the voice-heart demodulator that will
be introduced in Section 5.2. The enrollment setup (illustrated in
Figure 8) is intuitive and quick, so it can be done by family practice
physicians during a routine visit or provided as a pharmacy service
similar to a blood pressure test.

Based on the established model, VocalHR can seamlessly inte-
grate into the existing VUIs to sense cardiac activities when the
user is normally interacting with devices such as smartphones
and speakers. We further discuss several potential application of
VocalHR in healthcare scenarios in Section 10.

3.2 System Architecture
As shown in Figure 4,VocalHR consists of a voice processingmodule
and a cardiac activity reconstruction module. When the user’s voice
is captured by VUI, its loudness is normalized by pre-processing.
The voice-heart modulation effect is then enhanced by removing
the irrelevant lip influence of voice. Afterward, the lung, larynx,
and pharynx components of voice are extracted, based on which
the impacts of cardiac activity on the components are described
by the corresponding modulation features. Once the features are
obtained, a data-driven demodulator will filter out the cardiac in-
formation from the modulation features. The information is finally
down-convert to the cardiac activities. During the one-time user
enrollment, the user’s voices are input to the front of VocalHR, and
heart activities are fed to the end. The voice-heart demodulator
is configured by this data-driven supervision to profile the user’s
vocal organ characteristics.

4 VOCALHR PROCESSING SCHEME
In this section, we discuss cardiac activity’s influence on voice
through an in-depth analysis of the voice production mechanism.
The analysis is conducted on the two main components of voice
production, i.e., lung airflow-induced vocal folds vibration and artic-
ulation. Based on the analysis, we introduce theVocalHR processing
scheme, where multiple cardiac activity-related voice modulation
features are proposed for cardiac activity sensing.

4.1 Pre-processing
VUIs are utilized by various types of devices, such as smartwatches,
home speakers, and robots. Due to human motion and daily activity,
users may interact with devices from different distances and direc-
tions, which results in voice volume variation. Considering that
cardiac activities can influence voice frequency bands and signal
power, the impact of voice volume should be eliminated initially.
We adopt loudness units relative to full scale (LUFS) as the mea-
sure for normalization rather than a-weighted decibel or dB sound
pressure level because the normalization with LUFS better corre-
lates with human voice range [15]. We set the normalization to -12
LUFS to keep all voice signals loud enough for further processing
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